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Abstract 

Traditionally, it was believed that realistic, high-fidelity simulation could result in effective 

training-systems. By showing the potentials of low-fidelity simulations, numerous research 

projects cast doubt on the traditional belief in high-fidelity simulation. Because the construct of 

fidelity has guided the training-system design for decades, a growing disbelief in fidelity has 

created a void in design, leaving designers without resources in their decision-making. This 

article first presents a historical review that shows how fidelity has been used in research and 

design, and how it was later challenged by researchers. Then, in filling the void of fidelity, 

attempts at providing design guidelines, such as trainee- and task-analysis, are reviewed and their 

strengths and limitations are discussed. Toward the end, the lessons from the review are used to 

call for the creation of design methods. An example of such a method is discussed that uses the 

videorecording of expert performance as a resource in design. 

Keywords:    simulation fidelity, design method, training, expert performance, task-analysis 

Relevance to human factors/ergonomics theory 

Training-system design has engaged researchers in human factors and ergonomics for 

decades. This review shows how the theory of training-system design has been dominated by a 

traditional reliance on high-fidelity simulation. Nonetheless, researchers and designers can no 

longer rely on the traditional theory due to the challenges to the construct of fidelity. By 

presenting the lessons from the history of the field, this review is calling for creating new design 

methods that would shift the focus from the surface realism to important elements of training. 
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Introduction 

Practice is required for skill acquisition. Today, various tasks and occupations need 

formal training, and as a result, private and public organizations make large investments in 

training their human resources (Salas, Tannenbaum, Kraiger, & Smith-Jentsch, 2012). A 

difficulty arises when for some tasks (e.g., flying an airplane), it is dangerous or inefficient to 

have trainees practice tasks with real equipment in target environments. To enable trainees to 

practice those tasks, technology tools are used to simulate target tasks in environments and with 

devices that are safer and cheaper than practicing with real devices in target environments. 

Such tools—that are known as training simulators—duplicate target environments to 

provide trainees with the opportunity of practice. The skills that are developed through practicing 

with simulators should be transferred to target environments. Domains of practice such as 

maintenance (e.g., Rouse, 1981), aviation (e.g., Adams, 1979), firefighting (e.g., Williams-Bell et 

al., 2015), and nursing (Cook et al., 2011) make extensive use of simulators for training. For 

example, military organizations have used the benefits of training simulators for decades. One 

study estimated that using simulation-based training saved more than $6 billion of costs for the 

United States Marine Corps in 2014 (Cooley, Seavers, Gordon, Roth, & Rodriguez, 2015), and 

this does not include potential savings in training time and reducing dangers of in-field practice 

for recruits and personnel. 

Designing training-systems has been the subject of considerable attention from 

researchers for more than a century (e.g., Link, 1937; Hays & Singer, 1989; Salas, Wilson, 

Priest, & Guthrie, 2006; for a historical summary, see Page, 2000). Because designers should 

simulate target environments, the traditional design practice aimed at creating a realistic 

duplication of target environments and devices (e.g., Lee, 2005; Smode, 1971, p. 3). In other 
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words, training-system design was traditionally focused on increasing “simulation fidelity”—i.e., 

the degree of similarity between the simulation and the target environment (Hays & Singer, 

1989; Williges, Roscoe, & Williges, 1973). The belief in high-fidelity simulation from this 

traditional theory was later questioned by a growing number of findings that challenged the sole 

reliance on high-fidelity simulation for training (e.g., Norman, Dore, & Grierson, 2012; Roscoe, 

1991; Swezey, Perez, & Allen, 1991). As a result of this situation, using the construct of fidelity 

has become problematic in training-system design (Hamstra, Brydges, Hatala, Zendejas, & 

Cook, 2014). The lack of a systematic alternative to replace fidelity in providing design 

guidelines has created a confusion for designers. This confusion is reflected in the gap between 

the theoretical research and design practice that wreaked havoc on the field for decades (e.g., 

Campbell, 1971; Cannon-Bowers, Tannenbaum, Salas, & Converse, 1991; Fowlkes, Neville, 

Owens, & Hafich, 2009; Goldstein, 1978; Roberts, Stanton, Plant, Fay, & Pope, 2020). 

With the goal of taking a step in resolving the current confusion in design, this article 

first reviews the historical role of fidelity in training-system design. Unlike most of the past 

attempts that focused on one domain of practice, the current review adopts a cross-disciplinary 

approach by focusing on three domains that make extensive used of training-systems: 

maintenance, aviation, and medical training. This approach has the benefit of unifying, and using 

the experience of, researchers across domains in defining design problems and proposing 

solutions. Additionally, the growing use of novel technology tools (e.g., mixed-reality devices) 

and their respective training benefits is discussed. 

The body of the review is composed of more than 100 theoretical and empirical articles 

that were published during the last century (1920 – present) in psychology, human factors and 

ergonomics, human-computer interaction, engineering, and healthcare. Various online tools—
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including Google, PsycINFO, PubMed, CiteSeer, Google Scholar, Web of Science, Scopus, 

Microsoft Academic, and Wikipedia—as well as local library tools were used to search the 

literature. The keywords that were used in the online search included, but were not limited to, 

“training system”, “simulation fidelity”, “training device”, “aviation training”, “simulation in 

healthcare”, “part-task training”, “educational technologies”, “mixed-reality training”, and 

“science of training”. In the inclusion of articles, peer-reviewed theoretical and experimental 

reports published in well-known journals are prioritized; nonetheless, the results of experiments 

from technical reports and other sources that met the review’s criteria are also included. The 

table in the Appendix shows a list of articles and reports in the domains of training that constitute 

the main section of the review. It should also be noted that this review has a broad view on 

simulation, and as such, the selected articles include both interactive devices (e.g., driving 

simulators in which trainees use controlling devices to practice) and non-interactive training 

media (e.g., instructional films and audio). And the terms “training-system” and “training 

simulator” are used interchangeably to refer to the same group of complex devices that are used 

for training. 

After presenting the review, an outline of the lessons from the literature is presented that 

would lead us to consider new resources for creating design methods. Toward the end of the 

article, we will see how studying expert performance, considering trainees’ characteristics, and 

other important elements of training have the potential to fill the void of fidelity in providing 

design guidelines. 

The Traditional Theory 

Although using training simulation dates back to the early 1900s (Page, 2000), the 

modern history of training-systems and the surge in using them can be represented by reviewing 
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the tools and devices that were introduced during the latter half of 1900s. The experience of two 

world wars and the Cold War accelerated the use of complex technological devices and systems 

in the military. To work with and maintain those devices, operators needed special training. This 

is one of the main reasons that the decades following the 1950’s saw investments in the research 

and design of training programs and devices (for a review, see Koonce, 1984). 

The growth and popularity of computational tools also facilitated the production of 

training-systems (Smode, 1974). Digital computers enabled designers to simulate target 

environments in training-systems. For instance, “Sim One” was a manikin system that used the 

latest computational technologies of the 1960’s to simulate a human patient for medical 

education (Abrahamson, Denson, & Wolf, 1969). As another well-known instance of an early 

modern training simulator, the emergence of the Apple II personal computers during late 1970’s 

inspired the idea of building a computerized simulation to replace the expensive training of tank 

gunnery skills. This project led to the development of “simulator networking”—or SIMNET—

during the 1980’s for comprehensive military training (Alluisi, 1991). 

Designing training-systems mostly revolved around how to simulate target devices and 

environments. Without questioning what details of the target environment to simulate and how, 

research and design projects assumed the effectiveness of realistic simulations and were mostly 

concerned with increasing the surface realism of training tools. This assumption, and the trend in 

using simulation in training, can be summarized in an exemplary report by Miller (1954). As 

shown in Figure 1, Miller formalized the relationship between the degree of simulation (or 

fidelity in today’s terminology) and the effectiveness of training (or transfer). In Miller’s view, 

more effective training-systems were those with higher levels of simulation. But because 

building realistic simulators was costly, the problem was finding the most efficient level of 
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simulation in training-systems. The “point of diminishing returns” in Figure 1 is the level of 

simulation that was argued to be the optimal level for training simulators (for a closely related 

early discussion on the topic, see Gagne, 1954; and, for a discussion on diminishing returns and 

cost-effectiveness of using training simulation for pilots, see Povenmire & Roscoe, 1973). 

 

Figure 1. Miller’s (1954) argument for the relationship between the degree of simulation and transfer of training. 

The “point of diminishing returns” is the optimum point for building cost-effective training simulation. 

Many studies of the time had similar messages as those of Miller in arguing for the higher 

training effectiveness of realistic simulation (e.g., Dougherty, Houston, & Nicklas, 1957; 

Ornstein, Nichols, & Flexman, 1954). The notion that higher similarities between training and 

target devices could result in effective training had its roots in psychological theories. In 

particular, the dominant theory of psychology on the subject was the “identical elements theory” 

of Thorndike and Woodworth (1901). The theory proposes that higher levels of similarity 

between the trained and the target task would lead to the increased transfer of training. 

Therefore, training-systems should aim at creating realistic simulations that had high levels of 
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shared elements with the target environments (for another psychological justification of realistic 

simulation, see Logan, 1988). 

There seemed to be a consensus in the effectiveness of higher levels of simulation in 

training-systems. For the sake of discussion and future references, this article refers to this belief 

as the traditional theory in the design and evaluation of training-systems. The traditional theory 

argued that more effective training-systems needed to replicate the target environment as 

realistically as possible in training devices. Lee (2005) summarized the attitude of the traditional 

theory in the domain of flight training simulation in the following sentence: 

For the designer, the closer the appearance of the system is to the ideal of full or complete 

physical fidelity in all its dimensions, the better the simulator design will be and the more 

effective the flight simulator will serve as an aircraft surrogate. (Lee, 2005; see also Lee, 

2018) 

The construct of “simulation fidelity” was introduced within the traditional theory and 

extensively used in research and design (Hays, 1980; Hays & Singer, 1989). High-fidelity training-

systems were those that closely resembled the target environment in the eyes of designers and 

trainees. In this respect, fidelity refers to both how much detail of the target environment is 

included in the simulation, and how realistically those details are simulated (Smode, 1971). 

Although some authors distinguished between “how much detail” and “how realistic” and 

defined fidelity to refer to the latter (e.g., Williges et al., 1973), this distinction faded over time 

as fidelity in recent years often refers to the general similarity of simulation to the target 

environment (e.g., Allen, Hays, & Buffardi, 1986; Hamstra et al., 2014). As a result, for the most 

part, in discussions on training simulation, “fidelity” replaced “simulation” during the last few 
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decades, as higher levels of fidelity in today’s terminology refer to higher levels of simulation in 

older literature. 

There have been attempts to specify different types or dimensions of fidelity (for a 

review, see Hays & Singer 1989) such as psychological fidelity (e.g., Miller, 1954), functional 

fidelity (Fink & Shriver, 1978), physical or equipment fidelity (Allen et al., 1986), and 

environmental fidelity (Hays, 1980). However, such attempts created further confusion and 

difficulties in using fidelity in research (e.g., Hamstra et al., 2014; Kyaw Tun, Alinier, Tang, & 

Kneebone, 2015; Roberts et al., 2020; Roza. 2005). For this reason, as Table 1 shows, in most 

discussions fidelity as a general concept refers to the degree of surface realism of the simulation. 

This use of the concept of fidelity is also adopted in this review. 

Table 1 

Examples of how fidelity, as a general concept, has been used in various domains of training. 

Domain  How fidelity was used 

Flying 
 

“When simulator engineers speak of fidelity, it is generally the physical replication 

or physical fidelity of the simulator design to which they refer.” (Lee, 2005) 

Health 
 

“In training parlance, the term simulation fidelity has traditionally been defined as 

the degree to which the simulator replicates reality.” (Beaubien & Baker, 2004)  

Maintenance 
 

“This degree of similarity to the actual equipment is called simulator fidelity.” 

(Allen et al., 1986) 

Driving 
 

“fidelity generally refers to the realism or representativeness of the simulation” 

(Allen et al., 2010) 

 

Because it was believed that higher levels of fidelity could lead to more effective training, 

and also because high-fidelity systems were costly and inefficient, a popular line of research was in 

determining the appropriate level of fidelity in training-systems (as shown in Figure 1)—what Hays 
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and Singer (1989) referred to as the “fidelity question”. This required considering contextual factors 

that could further refine the traditional theory. For example, Alessi (1988) argued for the difference 

in the effect of fidelity between novice and expert users, and that high-fidelity simulators were 

mostly effective for expert users. Similarly, subsequent studies refined the traditional theory by 

considering additional contextual factors—such as trainees’ level of expertise, training stage, the 

training task—in determining the appropriate level of fidelity for training-systems (e.g., Hays & 

Singer, 1989; Williges et al., 1973). 

Finally, the assumption behind using high-fidelity simulation was strengthened by arguments 

surrounding the necessity of using whole-task trainers. Whole-task trainers tried to simulate the target 

task as a whole in training-systems. As a simple example, if the goal of a simulator is to train driving, 

the simulator should include the opportunity of practicing all parts of the task such as passing, exiting 

a highway, parallel parking, and all other parts of the task of driving. As such, the simulator needs to 

include the necessary details of all parts of the task in the simulation, and this would lead to the need 

for high-fidelity simulation of the whole task. On the other hand, part-task training would divide a 

task into parts and train each part separately. For example, one trainer (or a module in a trainer) can 

first train the basics of driving (e.g., initial assessments and adjustments, driving between lanes) and 

another trainer (or module) can train more difficult parts of driving (e.g., parallel parking). In this 

case, each simulator (or module) can focus on simulating necessary details only for that part of the 

task, and therefore, low-fidelity simulation can be sufficient for each part-task trainer. 

Although most discussions in part-task training came from aviation research (e.g., Wightman 

& Lintern, 1985), in various domains and tasks there is the choice of whether to divide a task into 

parts or to train the whole task in one simulation (e.g., industrial facility tasks: Velotta, 1997; 

laparoscopic surgery: Spruit, Band, Hamming, & Ridderinkhof, 2014; dual-motor tasks such as 
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playing piano: Yuksel et al., 2016). Although the debate between proponents of whole- and part-task 

training has been extensive and still continues (e.g., McGeoch, 1931; Wickens, Hutchins, Carolan, & 

Cumming, 2013), older research favored the use of whole-task training (e.g., Adams, 1960), and this 

was another force in relying on high-fidelity simulation (e.g., Needham, Edwards, & Prather, 1980). 

In short, it was widely assumed that higher levels of fidelity in simulation would result in 

more effective training (e.g., Lintern, 1991; Smode, 1971, p. 3). The question of practical 

significance is: did the traditional trend in using high-fidelity simulation produce effective training-

systems? Subsequent research that resulted from the traditional theory should address this question. 

In the following, the findings in the literature are discussed that would evaluate the training-systems 

that were built on the premises of the traditional theory in the three domains of interest: maintenance, 

aviation, and medical training. 

Maintenance and Troubleshooting 

In one of the early empirical studies on the subject, Spangenberg (1973) conducted 

experiments in which the instructions of a procedural task were presented to trainees in different 

formats. For the task of disassembling M85 machine guns, participants (Army enlisted personnel) in 

the high-fidelity condition watched instructional videos, and those in the low-fidelity condition 

watched the same instructions with still images. In two experiments Spangenberg showed that 

participants in the high-fidelity condition were faster than those in the low-fidelity condition in the 

task of disassembly. The conclusion was that if a task requires motion (e.g., procedural tasks), motion 

pictures and videos can have training advantage over still images, and this finding had wide-ranging 

influence on subsequent research. The exact same effect was seen by Johnson and Rouse (1982) in 

troubleshooting aircraft engines in which authors observed the advantage of instructional videos over 

low-fidelity training materials such as graphical diagrams and computer instructional training. The 
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advantage of videos in training certain troubleshooting tasks was also shown recently by two meta-

analyses: Berney and Bétrancourt (2016) and Höffler and Leutner (2007). 

Lowering the performance time as a result of training with high-fidelity materials was also 

shown by Allen et al. (1986) who tested the effect of varying degrees of fidelity in electromechanical 

fault-detection training. Specifically, the high-fidelity trainer in Allen et al. was composed of physical 

components of a circuit (e.g., relays and pullup panels) and the low-fidelity trainer was a symbolic 

representation of the reference system drawn on a paper. Participants’ performance was tested on a 

system that was similar to the high-fidelity training materials. Allen et al. found that participants who 

were trained in the high-fidelity condition were significantly faster in finding faulty components than 

participants in the low-fidelity condition. The authors mentioned that a possible difference in timing 

was because unlike those trained in high-fidelity condition, participants in the low-fidelity condition 

needed more initial time to apply what they learned in the abstract two-dimensional representation to 

the target physical circuit. In short, in the studies reviewed above, high-fidelity training materials 

lowered the performance time for maintenance and troubleshooting tasks. 

Aviation and Vehicle Training 

In the aviation industry which has been using training simulators for more than a century, 

Lintern, Roscoe, and Sivier (1990) tested the effect of various aspects of a flight training simulator. 

One of their results showed that training with high-fidelity pictorial displays successfully transferred 

to the target flight environment, while almost no transfer was seen in training with low-fidelity 

symbolic displays. Similarly, Gopher, Weil, and Bareket (1994) showed that cadets who passed 10 

hours of training with a high-fidelity computer game had better flight performance than cadets 

without the game experience. And still in another study, Dennis and Harris (1998) tested the effect of 

using a high-fidelity flight training simulator (“representative set of flight controls”) for ab-initio 
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student pilots before conducting real flight maneuvers, and they found the effectiveness of high-

fidelity simulation in pilots’ performance. Numerous other studies supported the use of simulation-

based and high-fidelity systems for various aspects of training and evaluation in the aviation industry 

(e.g., Buttussi & Chittaro, 2018; Caro, 1988; Gerathewohl, 1969; Jentsch & Bowers; 1998; 

Oberhauser, Dreyer, Braunstingl, & Koglbauer, 2018). 

In the domain of driving simulation, in one of a few empirical studies on the subject, Allen, 

Park, and Cook (2010) conducted a comprehensive experiment to analyze the effectiveness of three 

driving simulators. A total of 554 participants of fourteen to eighteen years of age were divided 

between three training conditions. In the low-fidelity condition, participants practiced driving with a 

simple driving simulator that was composed of a single monitor (40 degrees field of view) and a 

game controller with a steering wheel and pedals. Participants in the mid-fidelity condition used the 

same game controller of the low-fidelity condition, but with three monitors that were placed adjacent 

to each other facing participants (135 degrees field of view). The high-fidelity simulator was a real 

vehicle in which by looking through the windshield, participants could see the computer simulation 

that was projected on the screen in front of the vehicle and on the side mirrors. Participants’ 

performance was defined based on the frequency of crash and accidents, both immediately after the 

training sessions in the simulator and 40 months after the training sessions in real-world driving 

experiences. Allen et al. showed that drivers who were trained with the high-fidelity trainer had 

significantly lower crash rates both in short-term simulation and in long-term real driving than the 

other two conditions. Similarly, participants’ performance in the mid-fidelity condition was better 

than the low-fidelity condition. Authors concluded that the size and format of the screen, as well as 

other surrounding devices directly affected participants’ training experience with both short- and 

long-term effects on performance (see also Roenker et al., 2003). 
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Within the general domain of vehicle simulation, Lee (2018) reviewed the effect of fidelity 

on the effectiveness of training simulators and showed that many of the high-fidelity systems used 

over the last few decades were effective in training. However, because of the costs in increasing 

fidelity, the efficiency of using those systems was questionable. For example, in an older experiment 

in vehicle simulation, Hammerton and Tickner (1967) studied the effect of various types of displays 

(i.e., TV and cathode ray tube with different characteristics) with varying degrees of fidelity for 

training the task of controlling a trolley on a railway. In their study, using more realistic displays 

resulted in better and faster transfer of training. In practice, however, because of the high costs of 

high-fidelity displays, Hammerton and Tickner recommended the use of simple displays for initial 

stages of training that could result in slower transfer of skills from simulation to the target 

environment. In a more recent study Taber (2014) reviewed helicopter accident reports to determine 

the requirements for helicopter underwater egress training-systems, and argued for the use of high-

fidelity simulators in respective training programs. Although Taber did not present empirical results 

to support the use of high-fidelity simulation, the reason behind the argument was that the task of 

egressing and the associated skills require practicing with real or high-fidelity equipment in training. 

The overall conclusion of studies reviewed above is that the type of task in flight or driving required 

high-fidelity training-systems. 

Medical Training 

The reliance of healthcare education on the traditional theory is wide-spread as various areas 

of healthcare have made extensive use of high-fidelity simulation in training. This has been shown in 

several meta-analyses. Cook et al. (2011) conducted a meta-analysis of using training simulators in 

medical training and found the effectiveness of technology-enhanced simulation (for a historical 

review, see Rosen, 2008). Similarly, in nurse education, Cant and Cooper (2017) reviewed more than 
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700 empirical studies, and found the medium- and high-fidelity simulations to be effective in training 

nurses; their finding has widely been used and implemented in medical training programs (for similar 

results in nursing education, see Lewis, Strachan, & Smith, 2012; MacLean, Geddes, Kelly, & Della, 

2019; Shin, Park, & Kim, 2015). Other examples of healthcare domains that use high-fidelity 

simulation in training are anesthesiology (Green, Tariq, & Green, 2016), pediatrics (Lopreiato & 

Sawer, 2015), surgery (Alaraj et al., 2011; Schlickum, Hedman, Enochsson, Kjellin, & Fellander-

Tsai, 2009) and dentistry (Buchanan, 2001). 

Despite the widespread use of high-fidelity simulation in healthcare training, it was difficult 

to find empirical studies supporting the use of high-fidelity simulation based on comparisons with 

low-fidelity simulation. For example, Seymour et al. (2002) compared the training of laparoscopy 

surgery with and without a virtual-reality (VR) system and showed the benefit of using the VR 

device; it is not clear what a lower-fidelity simulation would have achieved compared to the VR 

device. In fact, the experiments and reports that were reviewed in the general domain of medical 

training did not manipulate fidelity levels to support the effectiveness of high-fidelity simulation, but 

mostly compared simulation with no simulation conditions. As a result, the comparative effect of 

high- and low-fidelity simulation on performance was often not shown by studies that supported 

high-fidelity simulation. 

Mixed Reality 

Mixed-reality (MR)—i.e., augmented reality (AR) and virtual reality (VR)—systems are 

used for training with a growing pace (e.g., Dorsey, Campbell, & Russell, 2009; Hughes, Stapleton, 

Hughes, & Smith, 2005). Because they commonly present training with most of the environmental 

details, most MR systems can be considered as high-fidelity systems. Many researchers have argued 

for the effectiveness of MR systems for training in various domains of practice. In addition to the 
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domain of medical training as mentioned earlier (e.g., Seymour et al., 2002; Schlickum et al., 2009), 

MR tools have been extensively studied and used in industry. For example, in training industrial 

maintenance and assembly skills, Webel et al. (2013) and Yuviler-Gavish et al. (2015) provided 

evidence in supporting the use of MR systems. With a similar message, Langley et al. (2016) 

reviewed the use of MR systems in the assembly process of the automotive industry, and found 

potential benefits of virtual training programs in reducing human error in performance. This potential 

benefit is also shown in automotive technicians’ training (Anastassova & Burkhardt, 2009), aircraft 

maintenance training (De Crescenzio et al., 2011), operating construction equipment (Dunston, 

Proctor, & Wang, 2014), assembling electronic boards (Westerfield, Mitrovic, & Billinghurst, 2015), 

and machining skills (Nathanael, Mosialos, Vosniakos, & Tsagkas, 2016). 

Finally, the emphasis of the traditional theory in using computer simulation for training drew 

attention from companies in commercializing products such as “serious game”, “brain game”, 

“video-game training” and “brain-training program”. These projects aimed at developing computer 

games and similar entertaining simulations to improve players’ skills for tasks other than the game 

(Freitas & Liarokapis, 2011). There have been recent empirical reports in psychology supporting the 

use of such computer simulations for general cognitive training (e.g., Bediou et al., 2018; Green & 

Bavelier, 2007). 

Conclusion and Summary 

We can infer two general conclusions so far. First, because the traditional theory believed in 

the realistic replication of target environments for training, the use of technology tools for training 

was first started by the proponents of the traditional theory. Second, higher levels of fidelity 

improved the training effectiveness regarding certain aspects of performance. In maintenance and 
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medical training, the performance improvement was mostly seen in time spent on task, and in vehicle 

and flight training, high-fidelity simulation resulted in reducing accident rates. 

There seems to be various reasons behind the effectiveness of high-fidelity systems. The time 

reduction in performance is claimed to be largely due to the fact that participants who were trained 

with low-fidelity systems needed more time to recognize the relationship between the training and 

the target devices than participants who were trained with high-fidelity materials (Allen et al., 1986). 

Additionally, for certain tasks (e.g., procedural tasks that involve physical movements), a high-

fidelity simulation of the target environment is necessary for training skills because low-fidelity 

simulation often excludes important information regarding the dynamic or structure of target devices 

(Allen et al., 2010; Spangenberg, 1973; Taber, 2014). Overall, the dependence on high-fidelity 

simulation resulted in most of the existing training-systems many of which were effective in practice, 

especially for tasks that involved timing, motion, and physical structure of tools. 

Should Fidelity Determine Training Success? 

As we have seen, high-fidelity simulation can have training advantages for certain tasks 

and circumstances. Nevertheless, solely because of those advantages we cannot declare 

“success” for the traditional theory. This is because there are no objective criteria as to the 

desired state of training (Adams, 1979; Kirkpatrick & Kirkpatrick, 2006), and more importantly 

because there are no alternative approaches or theories for comparison. Moreover, the studies 

and systems that were reviewed within the traditional theory tried to use high-fidelity simulation 

for training; many of those systems were not compared with low-fidelity simulations for the 

same tasks. In fact, except in some cases, those studies did not provide convincing reasons and 

evidence for the effectiveness of higher levels of fidelity (for a similar problem in medical 

training, see Moglia et al., 2016). 
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For those studies that compared the high- and low-fidelity systems, the effectiveness of 

the high-fidelity systems was shown regarding certain aspects of performance or certain tasks. 

Because the performance improvement of high-fidelity systems was mostly shown regarding 

timing, motion, or physical structure of devices, what if our criteria of interest were different 

aspects of performance (e.g., generality of the trained skills across various tasks)? It is not clear 

if high-fidelity systems would still work better in those cases. 

If it was to be used for designing training-systems in various domains and tasks, and for 

multiple performance criteria, the traditional theory was not sufficient. What was needed as a 

theoretical backbone? We should first briefly consider what training-systems need (for a more 

detailed discussion, see Adams, 1979). A training-system aims to provide the opportunity of 

practice through which performance in the target task should be improved. In the training cycle, 

performance is manifested by actions and decisions that a human performer enacts in response to 

environmental stimuli. The training-system is responsible for providing the environmental 

stimuli so that trainees can practice appropriate actions and decisions in response. In this respect, 

trainees’ recognition of stimuli is needed to trigger actions and decisions. The question is 

whether this recognition can be enhanced or influenced by high-fidelity simulation. In other 

words, should it be important whether the environmental stimuli look and feel alike their target 

references? The same question applies to the medium through which trainees apply their actions 

and decisions. When trainees recognize stimuli, are their responses influenced by the form of 

input devices? Providing evidence to support a positive answer to these questions was what the 

traditional theory needed. Nonetheless, these questions were not addressed. Instead, it was 

assumed that training-systems should present trainees with realistic stimuli and input devices. 
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One might argue that realistic observation and input devices might affect trainees’ 

experience on factors other than the recognition of the stimuli and implementing actions, that are 

nonetheless important in performance (e.g., situation awareness or the believability of 

interfaces). But we do not have evidence to support the notion that realistic interfaces influence 

trainees’ experience regarding other contextual factors. Conversely, as Endsley (2018, p. 727) 

indicated, a plethora of contextual elements—that can be found in high-fidelity simulations—can 

undermine trainees’ performance and learning. Similarly, Sweller, Van Merrienboer, and Paas 

(1998) argued that increasing the details of the environment can use up users’ cognitive 

resources; so, trainees’ attention would be squandered on unnecessary details of high-fidelity 

simulations (for sensory moderators of situation awareness, see Hale, Stanney, Milham, Bell 

Carroll, & Jones, 2009; see also Mayer, 2009, pp. 1–27). In short, because of the increased 

details of the environment, realistic simulations can pose potential threats to the training 

experience. 

Another argument in supporting the traditional theory comes from the belief in task 

specificity of training. Often, high-fidelity simulators duplicate the environmental details and 

devices of a specific task, and the skills that are developed in such a simulator would therefore be 

transferrable to that specific task and not other tasks. On the other hand, because low-fidelity 

simulators often do not present the details of the target environment, the skills that are developed 

in such training can often be transferred to a wider range of similar or dissimilar tasks. Therefore, 

the training in high-fidelity systems is more task-specific than low-fidelity systems. This subject 

is discussed in detail in the next section, but for now, it is worth mentioning that the evidence on 

the specificity of training does not lean toward the traditional theory. It is both because there 

have been numerous studies supporting task-general training (e.g., Rosa et al., 2020; Rouse, 
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1981), and because the respective debate in psychology still continues without firm conclusions 

in deciding between specific and general training paradigms (e.g., Bediou et al., 2018; Sala, 

Tatlidil, & Gobet, 2018). Similarly, as we will see in the next section, numerous studies support 

the use of low-fidelity part-task trainers (e.g., Crawford, Hurlock, Padilla, & Sassano, 1976; 

Wightman & Lintern, 1985). If this possibility exists, high-fidelity whole-task trainers are not 

always necessary, and this is further evidence that can challenge the reliance of the traditional 

theory on high-fidelity simulation of whole tasks. 

In summary, the traditional theory was not based on validated theoretical grounds that 

would show whether and how high-fidelity systems could necessarily have training advantages 

over low-fidelity systems. The effectiveness of past systems does not indicate the validity of the 

traditional theory. We currently do not have reasons to believe that, solely because of their 

realism, high-fidelity interfaces can facilitate the recognition of stimuli or trainees’ control of 

systems. As a result, there is neither evidence nor reason to assume that fidelity determines 

training outcome. In light of this deficiency in providing evidence from the traditional theory, 

there is a growing body of research that has touched on this issue. The following section reviews 

a sample of findings that challenged the traditional theory by comparing the benefits of high- and 

low-fidelity simulators. 

Challenging Findings 

The primary assumption of the traditional theory was that increased fidelity could 

improve the training outcome. One way to challenge this assumption was by showing how low-

fidelity systems could be as effective in training as high-fidelity systems for the same or similar 

tasks; numerous research projects tried to show this possibility as well as other disadvantages of 
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high-fidelity simulators in training. In the following, the evidence in the three domains of 

practice is reviewed that would challenge the traditional theory. 

Maintenance and Troubleshooting 

Although the traditional theory was the dominant paradigm in research and design, criticisms 

on the reliance on high-fidelity tools for training is almost as old as the traditional theory (e.g., Laner, 

1954). In one of the early critical articles, Fink and Shriver (1978) reviewed training-systems that 

were used in the military during the 1950’s and 1960’s, and questioned the trend toward realistic 

simulations that the nascent computers of that time could provide. With a focus on maintenance and 

troubleshooting tasks, their review emphasized the effectiveness of low-fidelity systems in training, 

especially for trainees with low levels of skill. The unnecessary details and tools in the interface of 

high-fidelity systems created further confusions for trainees and slowed up their progress. As a result, 

Fink and Shriver argued, despite many instructors’ assumption in the effectiveness of high-fidelity 

systems, mock-ups and low-fidelity interfaces could be more effective than high-fidelity systems to 

create initial familiarity with tasks and prepare trainees for advanced training with high-fidelity 

systems or actual devices. 

More than a decade later, Fink and Shriver’s position was strengthened by Swezey et al. 

(1991), in which authors trained undergraduates for the task of electromechanical troubleshooting in 

two conditions with different training materials: low-fidelity materials (i.e., 35-millimeter slide), and 

high-fidelity materials (i.e., motion-based videotape). Immediately following the training sessions as 

well as after a one-week interval, participants’ performance was measured in troubleshooting the 

ignition problem of a diesel engine through various means—i.e., a complex diesel engine simulator, 

hands-on tasks on a physical system, and knowledge tests. Swezey et al. did not find a significant 

difference in participants’ performance between the low-fidelity and high-fidelity training conditions. 
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By reflecting on earlier findings of this review, it is likely that the maintenance and troubleshooting 

training in Swezey et al. did not benefit from the advantages of motion-based instructions as the task 

did not involve motion. 

Discussing an example in more detail can clarify certain benefits of using low-fidelity 

simulators. In a typical troubleshooting task, the goal is to find one or multiple faulty components in 

a system. Rouse (1981) introduced three training simulators for a troubleshooting task with varying 

levels of fidelity: low-, mid-, and high-fidelity systems. As shown in Figure 2, the low-fidelity 

system contained simple abstract components (i.e., circles) and their connections (i.e., arrows). Each 

component produces a value of 1 if all inputs to the component are 1, and if the component is not 

faulty; otherwise, the component produces a value of 0 (similar to an AND gate). Trainees were 

presented with the output of such a system (i.e., components on the right column in Figure 2), they 

could test the value of connections, and the goal was to find faulty component(s) that were causing 0s 

in the output. Fewer steps (i.e., tests of connections) in finding the faulty component(s) defined 

higher performance for trainees. 

Rouse introduced another training-system for the same task but with a higher level of 

fidelity—the mid-fidelity system. In this condition there were two types of components: rectangular 

and hexagonal as shown in Figure 3. Similar to the low-fidelity system, the rectangular component 

acted like an AND gate; however, hexagonal components produced a value of 1 when at least one 

input to a hexagonal component was 1, and the hexagonal component itself was not faulty (similar to 

an OR gate). Moreover, unlike the low-fidelity system, components in this system are not merely 

feedforward, and outputs of components in a level might be the input to another component in the 

same or a higher level. 
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Figure 2. The low-fidelity training simulator of the troubleshooting task in Rouse (1981). The upper left shows the 

steps a trainee might follow in testing the connections to find a faulty component. 

 

 

Figure 3. The mid-fidelity training-simulator of the troubleshooting task in Rouse (1981). 
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Although different in their degree of fidelity, both low- and mid-fidelity systems were 

task-general and did not require certain knowledge of a specific system for troubleshooting. The 

high-fidelity training-system, however, used specific knowledge of a realistic troubleshooting 

task. As Figure 4 shows, participants were presented with the working of a system with various 

types of components (i.e., Figure 4, top), and the maintenance system was the interface of a 

control panel software as shown in Figure 4 (bottom). Trainees were first presented with the 

working state of the system through the control panel, and could gather further information by 

checking gauges, making observations, or removing components for bench tests; each of these 

actions was associated with a certain cost. Trainees’ overall performance was measured 

according to the costs associated with their troubleshooting decisions. 

In eight experiments, Rouse showed the potentials and benefits of using low- and mid-fidelity 

simulators. The important contribution of the proposed low- and mid-fidelity systems was that the 

skills that trainees developed by using those systems improved their performance in a variety of 

troubleshooting tasks (for a theoretical argument to define troubleshooting on abstract logical 

inference, see Reiter, 1987). Rouse’s findings are contrary to the notion of the traditional theory as 

they show the benefit of low-fidelity systems that could potentially be effective in a training than can 

be applied to various tasks (i.e., task-general training). Increasing fidelity increases the specific 

details in a training, and this narrows the transfer of the skill only to the trained task (for a similar 

suggestion for pilot training, see Rosa et al., 2020). 
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Figure 4. The high-fidelity training-simulator of the troubleshooting task in Rouse (1981). Top: the task-specific 

knowledge of the system that was presented to trainees. Bottom: the maintenance control panel software used in 

troubleshooting. 
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In summary, most of the reviewed articles in the domain of maintenance and 

troubleshooting had a unanimous call to consider training requirements and possibly using low-

fidelity systems in training such tasks. One likely reason can be that most tasks in this domain 

would only need the knowledge of a static state of a system, and as such, the benefits of high-

fidelity simulation (e.g., dynamic and motion-based stimuli) are not of much help in, and can 

even hurt, the training. The main benefit of low-fidelity systems was shown to be in their 

simplicity for novice trainees and the generality of the acquired skills that could be applied to a 

variety of tasks. 

Aviation and Vehicle Training 

Similar to maintenance and troubleshooting, efforts in using inexpensive and low-fidelity 

systems are almost as old as those of the traditional theory in vehicle training. For example, 

Denenberg (1954) tested the effectiveness of an inexpensive mock-up trainer for the task of driving 

the M47 tank, and found it to be more effective in certain aspects of the task (e.g., starting and 

stopping the tank), and therefore more efficient, than the expensive hull trainer. In another early 

experiment, Briggs, Fitts, and Bahrick (1957) found no effect of the physical fidelity of manual 

controlling devices (i.e., force and amplitude of controlling a stick) on transfer in a manual tracking 

task. 

The explosion of the research in aviation training that challenged the traditional theory 

happened after the mid-1970s (for a review, see Lee, 2005). For example, Hopkins (1975) reviewed 

the effectiveness of training simulators that were used in the aviation industry and argued against the 

widespread reliance on motion-based and high-fidelity trainers. Hopkins concluded that the cost-

effectiveness of a simulator depends on “(1) your purpose of using it, and (2) your method of using 

it”, even though he did not articulate how these two considerations can determine the technical 
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specifications of simulators. As another example, in the same study in which Lintern et al. (1990) 

supported the use of high-fidelity displays in flight training that was discussed earlier, authors found 

no transfer benefit when they simulated the effect of wind in training. The findings from Lintern et 

al. (1990) cannot yet lead us to conclude that high-fidelity displays in a simulator without wind 

would be the most effective and cost-saving combination in flight training-systems. This is because 

there are still conflicting research reports even from the same researchers. 

For example, Lintern, Sheppard, Parker, Yates, and Nolan (1989) manipulated two levels of 

scene detail and three levels of field of view in training the task of air-to-ground bombing attack. 

Specifically, the high-fidelity scene detail condition (i.e., “Day Gunnery Scene”) contained a multi-

colored display showing three-dimensional buildings and guidance lines for the target, while the low-

fidelity scene detail condition (i.e., “Dusk Gunnery Scene”) contained point lights, running lines, and 

a concentric set of circles to show the target. The three field-of-view conditions were composed of a 

small (vertical: –20 to +40 degree; horizontal: –85 to +18 degree), medium (vertical: –16 to +43 

degree; horizontal: –95 to +40 degree), and large (vertical: –30 to +50 degree; horizontal: –120 to 

+40 degree) fields of view from the operating environment of the simulator. The experimental task 

was a manual delivery of a 25-lb practice bomb from a 30-degree cone pattern (as specified in Naval 

Air Command’s training). Intermediate-level student pilots completed their training sessions in one 

or two days, and after training, their performance was measured on real bombing tasks by measuring 

the distance of the bomb impact point from the target. Lintern et al. (1989) found similar transfer 

effects for the two scene-detail and the three field-of-view levels of the simulation (for similar results, 

see Westra et al., 1985). This finding is in conflict with the results from Lintern et al. (1990) that 

found the benefit of using high-fidelity displays in flight training. 
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In the same line of work, other researchers aimed at showing the benefits of using low-

fidelity simulation in flight training. For example, it is well known that a large part of the expertise in 

controlling airplanes and other critical systems is in showing resilience and adaptive skills in 

response to system failures and accidents (e.g., Ward, Gore, Hutton, Conway, & Hoffman, 2018). 

Dahlstrom, Dekker, van Winsen, and Nyce (2009) reviewed a number of flight accidents (e.g., 

United Airlines 232 in 1989; Pinnacle Airlines 3701 in 2004; Swissair 111 in 1998) in which pilots 

were following standard procedures to control the airplane under damage but failed in their attempts. 

Dahlstrom et al. ascribed these accidents mostly to the widely-used pilot training programs in which 

the emphasis was mostly on creating a photo-realistic simulation of flight environment rather than 

training resilience skills under stressful situations. The authors argued that the focus on realistic and 

high-fidelity simulation “may retard or limit the development of skill sets critical for creating safety”. 

Low-fidelity simulations, on the other hand, could thus direct designers’ attention and the training 

toward other important aspects of flight skills such as resilience in crisis management. The reliance 

on high-fidelity and expensive simulation can have other damaging consequences. For instance, in an 

empirical study, Stein and Robinski (2012) showed how high-fidelity and motion-based simulators 

could result in the simulator sickness (e.g., sweating, fatigue, dizziness, and nausea). Although 

simulator sickness cannot be attributed merely to high-fidelity simulation, it has been often reported 

in studies that used realistic simulators. For example, the experience of “cybersickness” is reported 

when using virtual environments (e.g., Kennedy, Lanham, Drexler, Massey, & Lilienthal, 1997). 

There have also been a growing number of theoretical papers and literature reviews that 

argue against the traditional reliance on high-fidelity simulation in aviation. For example, after years 

of experience in flight simulation research, Roscoe (1991) challenged the widely held reliance on 

fidelity, and instead, offered measuring training benefits for evaluating simulators. Similarly, Salas, 
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Cannon-Bowers, and Rhodenizer (1998) questioned the assumption that high-fidelity simulation is 

necessarily effective in aviation training and proposed to focus on important aspects of training such 

as trainees’ characteristics. Similar messages were given by other reviews and theoretical works such 

as Noble (2002), Lintern (1991), and Stewart, Johnson, and Howse (2008). 

One important result of these efforts in the aviation industry was the recent approval of the 

United States Federal Aviation Administration (FAA) in using low-fidelity Aviation Training 

Devices (or ATD, see FAA Advisory Circular No. 61-136B, 2018). These devices, such as Basic 

Aviation Training Devices( BATD), are different from the traditional high-fidelity flight simulators 

(known as “full flight simulators”, or FFS, and “flight training devices”, or FTD) as they are cheaper 

and often provide trainees with low-fidelity materials for flight training. A list of commercial ATD 

simulators that were approved by FAA is provided in “FAA Approved Aviation Training Devices” 

(2019). 

Finally, the growing interest in part-task training also helped popularizing the use of low-

fidelity simulation for aviation training. For example, Wightman and Lintern (1985) reviewed the 

evidence in using part-task trainers and showed their effectiveness in training the tasks of 

tracking and manual control in aviation (see also Crawford et al., 1976; Wightman & Sistrunk, 

1987). Although the choice between whole- and part-task training is unresolved and depends on the 

task and training goals, the possibility of using low-fidelity simulation through part-task training 

challenged the traditional reliance of the aviation industry on high-fidelity and whole-task trainers 

(examples of successful use of part-task training in other domains are shown by Spruit et al., 2014; 

Velotta, 1997; Yuksel et al., 2016). In short, if we aim to train novices, focus on certain aspects of a 

task, train parts of a task, or reduce the likelihood of simulation sickness, low-fidelity simulation can 

be effectively used for training in the aviation industry. 



Running head: FROM SURFACE REALISM TO TRAINING CONSIDERATIONS               30 

 

Medical Training 

In medical training, contrary to the extensive belief in the traditional theory, there is a 

growing body of evidence that supports the effectiveness of low-fidelity simulation. For example, in 

training clinical reasoning skills, La Rochelle et al. (2011) recruited 133 medical students who were 

presented with one of the three types of training materials: paper case, DVD, and live standardized 

patients (SP). Students in the paper case condition received instructional materials through text (i.e., 

low-fidelity); those in the DVD condition watched an instructional video of a doctor interviewing 

and examining a patient (i.e., mid-fidelity); and those in the SP condition were asked to be present in 

a location where a faculty member interviewed and examined a real SP (i.e., high-fidelity). To 

increase the empirical rigor, three different subject areas were used: anemia, abdominal pain, and 

polyuria/diabetes. Each student learned each of the three subject areas only in one level of fidelity, 

and all students learned all three subject areas (see Figure 5). Authors observed no significant impact 

of the training format on students’ performance, and argued that lowering the fidelity can also 

decrease the cognitive load for students. 

 

Figure 5. An abstract depiction of the experimental design as used in La Rochelle et al. (2011). 
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The effectiveness of low-fidelity training simulation is not limited to the skills that depend on 

declarative knowledge (as in La Rochelle et al.), but is also shown in procedural and more complex 

manual skills. For example, in a study by Matsumoto, Hamstra, Radomski, and Cusimano (2002), 40 

medical students were trained on the manual task of stone-extraction surgery in one of the two 

conditions of high- and low-fidelity. Students in the high-fidelity condition practiced with complex 

equipment and materials of surgery, and students in the low-fidelity condition practiced with a mock-

up model of surgical equipment such as molded latex, straws, Penrose drain, and a cup. Students in 

both conditions received the hands-on training under experienced endourologists’ supervision. At the 

end of the training sessions, students’ performance was measured on the task of removing a stone 

from a high-fidelity bench model. Matsumoto et al. found no significant difference in the 

performance of the two conditions. With considering the cost of the low-fidelity equipment (CA$20) 

compared to the high-fidelity system (CA$3,700), authors provided compelling evidence to revise 

the reliance on expensive high-fidelity training materials in procedural tasks in medical training. 

In addition to the potentials of using low-fidelity training materials for declarative and 

procedural tasks, the medical skills that depend on sensory recognition can also benefit from low-

fidelity training. As an example, recognizing the regularity of heart sounds and classifying types of 

irregularities—i.e., auscultation—is an important clinical skill. To train this skill, Harvey®—a 

$75,000 high-fidelity and life-sized mankin—has been used for decades. In a study by de Giovanni, 

Roberts, and Norman (2009), 37 medical students were divided between two groups: one received 

training materials of heart sounds with Harvey® and the other group was trained using recorded 

sounds via a CD player. Following a six-week interval, trainees’ performance in diagnostic accuracy 

and clinical skills was tested on real patients, and there was no significant difference in clinical or 

detection skills between the two groups. These findings open the possibility of breaking expensive 
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and complex whole-task trainers (e.g., Harvey®) into smaller parts, and train each part as a separate 

task with an inexpensive trainer (e.g., CD player)—that was the idea behind part-task training. 

The emergence of empirical investigations was concurrent with a number of reviews and 

meta-analyses that summarized the effect of fidelity within various areas of medical training. For 

example, Norman et al. (2012) reviewed 24 studies that compared the effectiveness of low- and high-

fidelity simulators for training in three areas of skills: auscultation, surgical, and complex 

management skills (e.g., critical care such as resuscitation). In each of the three areas, the average 

training gain in using high-fidelity versus low-fidelity simulation was 2%, 1%, and 1.5% 

respectively, none of them significant. Norman et al. concluded that for clinical skills that require 

practice over time (e.g., suturing, measuring blood pressure), low-fidelity simulation can be as 

effective as—or more effective than—high-fidelity simulation simply because “practice may involve 

nothing more than mental rehearsal of the steps”. Another review with similar results for training 

laparoscopic surgery skills was reported by Zendejas, Brydges, Hamstra, and Cook (2013) where 

they reviewed 219 studies and found “in comparison with virtual reality [i.e., high-fidelity training 

devices], box trainers [i.e., lower-fidelity devices] have similar effects for process skills outcomes 

and seem to be superior for outcomes of satisfaction and skills time” (see also Moglia et al., 2016). 

In summary, in medical training, when the effectiveness of high- and low-fidelity trainers 

were compared, the results of recent studies often supported low-fidelity systems. The presented 

results confirmed this trend regarding declarative, procedural, and sensory training. Paying due 

attention to the potentials of low-fidelity simulation in medical training is crucial to dispel the myth 

surrounding the necessary effectiveness of high-fidelity simulation (see also, Beaubien & Baker, 

2004). 
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Mixed Reality 

Although MR systems have been increasingly used for training in various domains such as 

industrial assembly (e.g., Yuviler-Gavish et al., 2015) and surgical training (e.g., Seymour et al., 

2002), there is a dearth of direct empirical assessments to provide information regarding the proper 

level of fidelity in such tools (e.g., Dorsey et al., 2009; Moglia et al., 2016). This is because it is 

widely assumed that MR tools must bring high-fidelity simulation of the environment; therefore, it is 

difficult to find MR systems that use low-fidelity representations of the environment. Nonetheless, if 

MR systems are to be used for training, we need to investigate the pros and cons of their high-fidelity 

simulation. 

In an early study on the subject, Kozak, Hancock, Arthur, and Chrysler (1993) compared 

the effectiveness of a head-mounted VR system in training a simple manual pick-and-place task; 

they found no significant difference in trainees’ performance (i.e., response time) between the 

VR and the no-training conditions. Although the target task and the characteristics of the VR 

system might be too distant from today’s usage of such systems, Kozak et al. was among the first 

studies to challenge the growing dependence on MR tools for training. In a more recent study on 

the subject, to train the manufacturing of an aircraft door, Gonzalez-Franco et al. (2017) recruited 24 

participants and equally divided them between two conditions: conventional face-to-face training, 

and immersive MR training. Following the training session, all subjects were evaluated by tests of 

knowledge interpretation (i.e., “whether the whole procedure of the assembly was properly 

captured”) and knowledge retention (“multiple-choice format with eight questions”). Participants’ 

performance between two conditions was not different in either of the two criteria of interpretation 

and retention. Moreover, training duration was higher in the MR condition than the conventional 
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training. The results in Gonzalez-Franco et al. also questioned the growing reliance of industry on 

MR systems for training. 

In the military, some of the tasks for which training-systems are used are the coordination of 

infantry soldiers, distance shooting, driving, and precision gunnery; systems that train the skills for 

those tasks are costly for the military. For example, the acquisition of an M1A2 Abrams tank 

gunnery trainer can cost more than $127 million in 2015 (GAO Army Training, 2016). Therefore, it 

is important for the military to find ways to build and use more efficient training-systems. With this 

goal, Neubauer, Khooshabeh, and Campbell (2017) tested a low-fidelity MR system to train working 

with tank-commander systems. A tank-commander system allows a commander to communicate to, 

and coordinate between, several tanks by observing their states, and order movements and shootings. 

To train the commanding tasks, Neubauer et al. used a simple low-fidelity MR system composed of a 

personal computer, a joystick, and a head-mounted display. Fifteen participants (consisting of 

Second Lieutenant trainees, Senior non-commissioned officers, contractors and Captains) tested and 

evaluated the system. Neubauer et al. found using the simple MR system to be effective in practicing 

basic communication skills of the tank commanding task. Their system is an initial prototype to 

replace traditional high-fidelity and expensive tank training simulators. 

In addition to experimental studies, there are several review articles investigating the 

effectiveness of high-fidelity MR systems for training in domains that make extensive use of such 

systems. For example, in recent years the use of robot-assisted laparoscopic surgery (RAS) is 

increasing. Because the acquisition of RAS systems for training is costly, virtual reality simulation 

has been used for training skills that are required in working with RAS systems. In this respect, 

Moglia et al. (2016) reviewed the effectiveness of MR systems in training RAS skills. Thirty-six 

studies were reviewed in which five widely-used simulators were used. Moglia et al. reported no 



Running head: FROM SURFACE REALISM TO TRAINING CONSIDERATIONS               35 

 

evidence showing the effectiveness of high-fidelity MR training for RAS skills, and subsequently 

questioned the argument behind the cost-effectiveness of using MR systems in training RAS skills 

(for similar results in medical training, see also Steigerwald, Park, Hardy, Gillman, & Vergis, 2015; 

Tan et al., 2012). Moreover, Borsci, Lawson, and Broome (2015) reviewed the use of MR systems in 

automotive service maintenance training, and showed the lack of concrete empirical evidence to rely 

on those tools when compared with traditional in-person training techniques. And in a recent 

interdisciplinary review on the subject, Kavanagh, Luxton-Reilly, Wuensche, and Plimmer (2017) 

reviewed 99 articles in various domains that used VR tools for decades; they found that such tools 

are used for reasons that are independent from their transfer success to real-world tasks—e.g., 

increasing trainees’ motivation. Kavanagh et al. concluded that despite the widespread public interest 

on using such tools, VR systems have been adopted only by a small fraction of training community 

in certain domains (e.g., general medicine). 

Finally, numerous reports and reviews in recent years questioned the use of computer games 

and simulation in training generalizable skills—the idea that originally stemmed from the reliance of 

the traditional theory on using computer simulation for training. Although serious games have been 

used in training (e.g., Williams-Bell et al., 2015) their effectiveness in the transfer of skills from 

games to other tasks has been brought under doubt in recent years. Specifically, recent research in 

psychology showed how brain games and similar entertaining products could train skills that were 

only transferrable to the trained and similar tasks, and not general intelligence or skills (e.g., Sala et 

al., 2018; Simons et al., 2016). In summary, the benefits of using high-fidelity MR systems and 

games in training is not sufficiently investigated by the proponents of those systems, and the few 

studies that did evaluate those systems found no necessary benefits of those tools compared to 

traditional training techniques and low-fidelity materials. 
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Conclusion and Summary 

It seems that the traditional theory and the belief in the necessary benefits of high-fidelity 

simulation did not withstand the critical analyses and challenging evidence that subsequent authors 

presented. The studies mentioned above are among a growing number of reports that are challenging 

the traditional theory. These studies showed how low-fidelity simulators could surpass high-fidelity 

simulators in certain aspects of training benefits. In crude terms, in maintenance and troubleshooting 

the benefit is in the possibility of task-general training, in aviation and vehicle training the benefit is 

in the simplicity of training materials that could allow novices to focus on important parts of a task, 

and in medical training the benefit is in the cost-effectiveness of using training devices and 

improving the performance in various types of skills (i.e., declarative, procedural, and sensory). 

There can be various reasons behind the comparative effectiveness of low-fidelity trainers. 

For example, they can reduce the level of excessive environmental details in the interface of systems, 

and this opens the possibility of important elements of the task to capture trainees’ attention, 

especially in early stages of training. Moreover, as reviewed earlier, because of the lower level of 

specificity in low-fidelity simulations, the skills acquired through low-fidelity simulators could be 

generalized to various tasks, and this was difficult to achieve by high-fidelity simulators. What was 

shared behind the effective low-fidelity simulators was that they captured those details of tasks that 

were crucial in training. 

Lessons from the Literature 

The first lesson from reviewing the literature is that the central design problem in the 

three domains of practice is still about fidelity: what level of fidelity is appropriate for training? 

Or, in other words: 
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• what details of the target environment and devices should be simulated? And, 

• how realistic should those simulations be for effective training? 

If we address the problem of fidelity, we can resolve the central design problem in these 

domains. Therefore, the fidelity problem can be called the unified design problem of training-

systems (see also Drews & Bakdash, 2013). In addressing this problem, the second lesson of the 

review is that there are potential training benefits to both low- and high-fidelity systems. Some 

of the potential benefits of using high-fidelity simulation are: 

• lowering the performance time due to the faster recognition of materials in the target 

environment, 

• for some tasks that involve motion, high-fidelity training materials (i.e., motion pictures) 

can be more effective than low-fidelity materials (i.e., still images), 

• if the task requires practicing in certain physical structures, (e.g., egress or vehicle 

training), high-fidelity tools are likely to be more effective. 

• high-fidelity systems provide the opportunity of whole-task trainers where necessary. 

And, some of the potential benefits of using low-fidelity simulation are: 

• training an abstract (or general) task that can be transferred to specific tasks (e.g., general 

troubleshooting training), 

• simplicity provides the opportunity of focusing on certain training goals (e.g., resilience), 

• novices can benefit from starting the practice with simpler systems because of the 

reduced cognitive load. 

• and, in tasks that allow part-task training, using low-fidelity materials can be efficient. 
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A growing number of the researchers in recent years, especially in the domains of 

maintenance and aviation, questioned the traditional reliance on high-fidelity systems and advocated 

the possibility of using low-fidelity simulation for training. The exception was medical training in 

which—despite the growing number of recent challenging findings—many authors and practitioners 

still support using high-fidelity systems even without empirical justifications in comparing high- and 

low-fidelity simulations (e.g., Moglia et al., 2016). Because the nature of the unified design problem 

is the same across domains, different stances of domains toward the design problem is an evidence 

showing that these domains are not using each other’s knowledge and achievements. 

So, the third lesson is that different domains of practice that use training-systems have much 

to learn from each other. Specifically, domains that have more experience in using training 

simulation (e.g., aviation) can inform other domains with less experience (e.g., medical training) of 

the possibility of using low-fidelity trainers—an example can be training auscultation skills with low-

fidelity materials in de Giovanni et al. (2009). And, domains that are more experienced can also 

learn from the challenges of less-experienced domains. For example, although MR tools have been 

used in aviation training in limited scales (e.g., in helicopter training courses), recent research in 

medical training and manufacturing industry (e.g., Moglia et al., 2016; Webel et al., 2013) can further 

inform the aviation researchers of the potentials and limitations of MR tools. As Drews and Bakdash 

(2013) and Roberts et al. (2020) stressed, this emphasizes the importance of cross-disciplinary 

attempts and reviews in addressing the training-system design (see also Fowlkes et al., 2009). 

In addressing the fidelity question, although useful lessons can be learned from the 

literature, it is obvious that the topic is rife with conflicting evidence and confusions. From one 

side, there are studies that support high-fidelity simulation, and from another side, opposite 

arguments are presented in dismissing high-fidelity simulation even for the same tasks. And, 
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both sides present empirical evidence to support their claims. In addition to the disagreements on 

fidelity, some studies support task-specific and others support task-general training. It goes 

without saying that discussions such as the debate between part-task and whole-task training as 

well as using MR tools suffer from the same dilemma in presenting guidelines to designers and 

practitioners, and therefore, cannot be of much help in addressing the fidelity question and 

helping the training-system design. 

The traditional theory had the advantage of gathering the researchers around the construct 

of fidelity, and provided a simple guideline for design: increasing fidelity. However, scientific 

background and systematic evidence was lacking that should have shown whether and how 

simulation and surface realism could determine training outcome. As such, in so far as using 

technologies to build training-systems and motivating designers in their activities, the traditional 

theory was effective and practical. However, under the shadow of the challenging findings, it has 

become more and more difficult to rely on the traditional theory in design. The emergence of 

these challenging findings has made some researchers unwilling to use fidelity altogether in 

research and discussions on training-systems (e.g., Hamstra et al., 2014) as the concept has faced 

numerous attempts at redefinition and specification (e.g., Kyaw Tun et al. 2015; Roza, 2005). So, 

the fourth lesson from the literature is that, because of the growing number of studies that 

challenged the traditional theory, fidelity can no longer be the central design construct. Indeed, 

if the fidelity cannot determine training outcome, it should not be relied upon as a central design 

and research construct. 

On the other hand, although the emergence of the challenging findings brought about the 

advantage of increased theoretical and empirical accuracy, these findings have also had their 

pernicious effects. These challenges are removing the established faith in the traditional theory, 
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but are not offering alternatives that could guide the design in practice. If the faith in realistic 

simulation is removed from training-system design, the design question would remain 

unanswered and there will be no direction to guide the design of training-systems. In this way, 

the challenging findings have also removed the benefits of the traditional theory without 

replacements (the benefit of fidelity as an organizing concept was also shown by Hays & Singer, 

1989, chap. 3). 

The presented challenges to the traditional theory bring the design question on the table 

again: how to design training-systems? Because of the void coming from the challenges to 

fidelity, some researchers, designers, and companies remained faithful to the traditional theory 

and again, focused on and advertised increasing the fidelity in design (e.g., Hambling, 2019; 

“Saab Receives Order,” 2019). The fifth lesson from the literature is that, if the belief in high-

fidelity simulation still exists, it is because fidelity is an easy, well-known, and intuitive construct, 

and also because there are no existing alternatives to fidelity. This lack of alternative theory or 

construct is behind the fact that after nearly five decades of the researchers’ position in 

disagreeing with the traditional theory (e.g., Adams, 1973), the dependence on fidelity and 

realistic simulation still exists and supported (e.g., Berney, & Bétrancourt, 2016; Höffler, & 

Leutner, 2007). An illustration of the history of training-system design, as hitherto presented in 

this article, is shown in Figure 6. 
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Figure 6. A historical perspective on training-system design as presented in this article. The current state of the field 

represents a large number of findings that challenge the traditional theory (dashed line), the diminishing popularity 

of the traditional theory (solid line), and the resulting growth in the confusion for designers (solid dark color). 

Despite this short-term remedy in using fidelity, the growing number of challenging 

findings have made it difficult for practitioners to continue using fidelity in design, 

improvement, and evaluation of training-systems. As such, it has become difficult for designers 

to justify their decisions on theoretical and empirical grounds. So, the sixth and concluding 

lesson is that, due to the reduced dependence on fidelity by the mainstream research and design 

community, a conspicuous void exists in providing design guidelines and as a result, confusion in 

design is the current state of the field. The increased realism that the modern computational 

systems—such as MR tools—can provide is not only of little help in building more effective 

training-systems, but can also pose potential risks such as simulation sickness and the illusions of 

embodiment (Kennedy et al., 1997; Stein, & Robinski, 2012). The field needs systematic 

guidelines that can direct the research and design (Fowlkes et al., 2009; Roberts et al., 2020), 

while organizations are always asking for more effective training-systems (Salas et al., 2012). 

The next section presents a proposal aiming at filling the void of fidelity and changing the status 

quo. 
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Toward Creating Design Methods 

Earlier, we concluded that the reason behind the success of the reviewed low-fidelity 

simulators was that they captured the important elements of a task. The key question is: how can 

we know what elements of a task are important for training? This section briefly discusses the 

potentials of new resources for design. In filling the void of fidelity, we need methods that can 

provide us with specific design guidelines. In creating design methods, one lesson that is clear 

from the presented review is that instead of simulation technology, we should focus on training 

elements such as experts, trainees, the task, tools, and other important elements in training. 

Considering these elements would guide us on how to use the technology in simulating target 

environments. The following paragraphs will first discuss how past research that focused on 

trainees- and task-analysis can be used as resources for creating design methods. Later, a 

discussion of the deficiency of past research is presented that would necessitate the need to 

consider new training elements as resources of design guidelines. 

Information from Past Literature 

As reviewed earlier, for years researchers were aware of the problems in depending on 

fidelity in design. As a result, they approached the design problem with a training-centered 

approach that focused on two key elements of training: the task and trainees. Here, a description 

of the emphasis of the past research on these two elements is briefly presented. 

Task-analysis. With respect to considering the task in design, a training-system is 

designed to train a task, and so, we need to know about the task that should be trained. To learn 

about tasks, standard methods of work/task-analysis have been used for decades (Smith, 1965; 

Stanton, Salmon, Walker, Baber, & Jenkins, 2018). The importance of such analyses in technical 

specifications of training-systems is well-established, as researchers showed how the knowledge 
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from the task-analysis can inform designers of the required fidelity level and other aspects of the 

training devices and programs (e.g., Hays & Singer, 1989; Smode, 1971, 1972). 

For example, one technique that can particularly be useful in design is Mission Essential 

Competency (MEC) as discussed in Alliger, Beard, Bennett, Colegrove, & Garrity (2007). The 

MEC systematically analyzes a task by focusing on the aspects of the task that are essential for a 

specific goal or mission. As such, the MEC is a goal-oriented task-analysis technique. Because 

the MEC considers both tasks and users, it also provides information on what are needed from 

users’ perspective. This is particularly useful in training-system design as it can help both in 

determining the requisite characteristics from trainees for a task, and in developing those 

characteristics. Therefore, the MEC can inform designers of what should be trained in a task. 

Although the MEC has been developed within the military context, it has the potential to provide 

important information for other domains such as medical training simulation. Similarly, 

extensive efforts have been made to develop other task-analysis techniques that are useful in 

training-system design, and so, past research can provide useful information regarding how to 

gather information about the tasks that should be trained (e.g., Annett & Duncan, 1967; 

Jonassen, Tessmer, & Hannum, 1999; Schraagen, Chipman, & Shalin, 2000). 

Trainees-analysis. In addition to the task, important lessons can be learned from the past 

literature regarding considering trainees and their needs in designing training-systems and 

programs. For example, we now know that training-systems with higher levels of fidelity are 

more likely to be useful for more advanced trainees, and those with little to no prior skill can 

often benefit more from low-fidelity simulation (e.g., Alessi, 1988). In another example, Wulf 

and Lewthwaite (2016) proposed a theory of motor learning in which trainees’ motivation and 

attention are in the focus (to review the effect of trainees’ motivation and self-efficacy on 
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training outcome, see also Colquitt, LePine, & Noe, 2000). Salas et al. (2012) also presented an 

analysis on the influential factors on training among which various trainees’ characteristics are 

prominent (see also Salas et al., 2006). Similarly, in a well-known line of research that 

considered trainees’ needs, Cognitive Load Theory tells us to include only necessary details of 

the target devices and environment in the simulation, as extraneous details can consume trainees’ 

cognitive resources (Sweller et al., 1998). Decades of research by educational scientists on 

designing instructional materials can also provide important information in considering trainees’ 

characteristics (e.g., Kalyuga, 2007; Mayer, 2009). 

Considerations of trainees’ characteristics in the design of instructional materials are 

further discussed in educational sciences within subjects such as instructional scaffolding (e.g., 

Puntambekar & Hubscher, 2005; Wood, Bruner, & Ross, 1976) and Analysis, Design, 

Development, Implementation and Evaluation (ADDIE) model (e.g., Larson & Lockee, 2013). 

These resources from educational sciences can be used for our purpose in training-system design. 

For example, we can use the stepwise and feedback-oriented model of building instructions from 

the ADDIE model that re-evaluates the design after completion. Similarly, the structured 

questions in the Analysis phase of the ADDIE model can direct us in gathering information 

about training needs (see also Allen, 2006; Kalyuga, 2007). 

Deficiencies of task- and trainees-analysis. Although these efforts are helpful in 

creating design methods for training-systems, the main concern of researchers in educational 

sciences is developing instructional materials that are mostly used in formal educational settings. 

On the other hand, our concern is mostly technical skill acquisition with the focus on designing 

training simulators. This distinction between knowledge, learning, and formal education in one 

hand, and skill, training, and practice in the other hand precludes the research in educational 
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sciences to resolve central design problems of training-systems (for a more detailed discussion 

on the topic, see Hays & Singer, 1989, pp. 293–297). As such, the lessons from educational 

sciences can help but cannot provide specific guidelines that can be used in the design practice. 

In a broader sense, although considering the two elements of task and trainees can 

provide important information for training-system design, it is not sufficient in creating design 

methods. The presented resources and techniques (e.g., MEC) mostly tell us what to train, but 

not how to train them via simulation. In fact, if we consider the training cycle, trainees and the 

task are only one side of the training cycle and as such, they are not sufficient in guiding the 

design (e.g., Adams, 1979). This deficiency is evident in considering the studies that focused 

only on trainees and task for training-system design. 

For example, Sticha et al. (1990) created a model (Optimization of Simulation-Based 

Training-systems, or OSBATS) to produce design methods for developing cost-efficient 

training-systems, and authors tested their model to address design decisions of the training-

systems that were used in the military (e.g., Army rotary-wing aviation tasks, troubleshooting 

M1 Abrams tank). The OSBATS model used device- and task-analysis to determine the elements 

of the target system that could present designers with the choice of varying degrees of fidelity. 

Although much can be learned from their modeling approach, due to the excessive use of task- 

and device-specific knowledge, Sticha et al. recognized the problem of OSBATS in generalizing 

it to various tasks. For example, fidelity specifications of the model would vary significantly 

between tasks and domains, and it is not clear how the model or the designer should make 

technical decisions for each task and domain. These problems of the OSBATS approach in 

generalizability to other tasks and domains were stressed by subsequent studies from the same 

line of research (e.g., Willis, Guha, Hunter, & Singer, 1990). 
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Similarly, Smode (1971, 1972) aimed to specify the technical requirements of training 

devices through a standardized design method that was mostly based on needs- and task-analysis. 

Although Smode’s and similar analyses are helpful and informative, they suffer from the lack of 

specificity in addressing design decisions (see Hays and Singer, 1989). And in an attempt at 

proposing a developmental strategy for training-system design, Cream, Eggemeier, and Klein, 

(1978) provided suggestions for designers that, albeit informative, does not exceed what was 

known in trainees- and task-analysis (see also Salas et al., 2006). 

In short, the aforementioned attempts, when considered together, do not present a 

comprehensive resource to guide the design in specific and practical sense. As Hays and Singer 

(1989, p. 56) wrote, “no systematic guidance exists to translate task analysis information into a 

form which can facilitate fidelity decisions”. The outstanding evidence of the deficiency of the 

decades of past attempts in trainees- and task-analysis is in the current confusion in design and 

problems with fidelity. This deficiency can also be found in the lack of attention from 

practitioners to research community and the long-standing gap that stands between theorical 

research and design practice (Campbell, 1971; Cannon-Bowers et al., 1991; Goldstein, 1978). 

To put the problem in perspective, training-system design needs to consider important 

elements of training. Trainees and the task are only two elements in training. Because other 

important elements have not been considered in detail, most recommendations from the past 

research are insufficient for creating practical design methods. The following paragraphs discuss 

studying expert performance as an important resource for design that has the potential to resolve 

many of the current confusions in the field. 
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Studying Expert Performance 

The key lesson from the literature is that successful training-systems embody the 

important elements of a task, and the subsequent question was in how we should know what 

elements of a task are important in training. The main goal of training is to transform trainees to 

perform as good as people who have high levels of skills, or experts. Training should thus be a 

direction toward expert performance, and as such, skillful performance should be the goal of 

practicing with training-systems. Therefore, studying expert performance is important, if not 

crucial, for training-system design. From one side, the designer of training-systems is often a 

design engineer who is not a subject-matter expert and does not have the experience of the task 

performance (e.g., Hays & Singer, 1989). From another side, even experts in a task might be 

unaware of the details of how they perform the task (e.g., Robinson, 1974; Rouse & Morris, 

1986). Studying expert performance by the designer or an independent observer is therefore 

necessary to create a realistic and objective account of expert performance that is needed in 

design. Without knowing about the characteristics of expert performance, it would be difficult 

both to design and to evaluate training-systems. 

How to study and characterize expert performance? Although this question was studied 

before (e.g., Ericsson, 2018; Ericsson & Simon, 1980; Lintern, Moon, Klien, & Hoffman, 2018), 

we need to make modifications to previous methods for our purpose in training-system design. In 

crude terms, we should first identify individual experts in the task for which we are developing a 

training-system. Depending on the task and the availability of experts, multiple experts should be 

recruited, as studying more experts can increase the reliability of our characterization of the 

expertise. Later, we need to study their performance by videorecording their behaviors when 

working with tools and systems in the target environment. Although researchers might use 
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various strategies in studying and eliciting the expertise (e.g., Rosa et al., 2020), the 

videorecording in target environments provides the maximum information—in the form of a 

direct and realistic picture—of expert performance. After recording their behaviors, we should 

analyze the recordings to create a model of expert performance (see Lintern et al., 2018). In other 

words, we need to derive the shared behaviors among all (or the majority) of the experts that we 

recorded, and represent those behaviors as the model of expert performance. 

Now we should use this model in training-system design. The model of expert 

performance can be used in structuring the training-system and making design decisions. In fact 

the focus of a training-system should be on training those behaviors, and in doing so, the 

characteristics of expert performance can either shape the overall structure of a training-system 

or inform specific design decisions for improving existing systems. For example, one of the 

questions of the unified design problem that we reviewed earlier was “what details of the target 

environment should be included in the simulation?”. The model of expert performance can 

inform us of the frequency and importance of using tools and devices of a system. 

As another example, a designer of a flight training simulator might ask if it is necessary 

to include a certain control panel in the simulator that would increase the fidelity of simulation. 

In addition to the analysis of the specific task as the goal of the training, we need to ask what was 

the frequency and importance of using that control panel in experts’ performance? Does it matter 

in training how that control panel “looks” and “feels” like to experts? These two examples show 

how the model of expert performance can inform designers of technical requirements of the 

simulation, including the appropriate level of fidelity. 

Unfortunately, the importance of expert performance has largely been ignored in the 

research and design community. From one side, studying experts has been the subject of 
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considerable research in psychology (e.g., de Groot, 1965; Ericsson, & Charness, 1994). From 

the other side, there have been only scant efforts in using the knowledge of expert performance 

for training-system design (e.g., Willis et al., 1990). For example, Ward, William, and Hancock 

(2006) discussed the two issues of expert performance and training simulation almost 

independently, disregarding the potentials that studying expert performance has in resolving 

design decisions of training-systems. Similarly, when discussing “Person Analysis” for training 

design, Salas et al. (2006) merely identify trainees as “Person” (pp. 477–478) and repeat the 

well-known emphasis on trainees-analysis. It seems necessary to establish experts as an 

important human element of the training cycle whose performance should be the direction and 

goal of training programs and systems. 

One reason behind paying insufficient attention to experts is the notion that because most 

experts are not training specialists, they should not be directly involved in the design process. It 

is argued that experts do not often consider trainees’ characteristics and they would often suggest 

using high-fidelity training simulation with unjustified reasons (e.g., Hays & Singer, 1989, p. 36; 

Smode, 1971). Nonetheless, using experts should not be limited to asking their opinion in 

evaluating the design process or the final products of training-systems. Rather, we can study their 

performance and use the knowledge in training-system design. Expert individuals experienced 

prolonged practice, and this experience is often represented in how they perform the task, not 

necessarily in their judgments (Robinson, 1974; Rouse & Morris, 1986). 

Although using the knowledge from expert performance in training-system design is not 

well-established, we can use past research and existing tools that emerged from other related 

disciplines. For example, in addition to the studies that were mentioned earlier, to derive the 

shared behavioral characteristics among the recordings of experts’ performances, we can use 
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computational video analysis tools (e.g., U.S. Patent No. 10,482,613, 2019). Moreover, the 

proposed method of studying expert performance in target environments reminds us of past 

attempts such as studying naturalistic decision making (Klein, 2008), verbal protocol analysis 

(Ericsson & Simon, 1980), and ethnographic studies of work (Clancey, 2006; Luff, Hindmarsh, 

& Heath, 2000) in which researchers tried to study individuals during task performance and in 

natural settings. Although those attempts were not directed toward addressing the training-

system design problems, we can use their experience in studying experts, characterizing 

expertise, and using them in design. A method of video recording expert performance for 

training-system design with the aforementioned considerations has recently been under 

development (Doozandeh, 2020). 

Conclusions 

Three decades have passed since the publication of Hays and Singer’s (1989) book on the 

topic of simulation fidelity in training-system design. Although this review is a continuation of 

Hays and Singer’s critical position on fidelity, much have changed over the last three decades. 

The introduction of new training devices (e.g., MR systems), the growing use of training 

simulation in general and in certain domains (e.g., healthcare), and the recent findings in 

psychology are among the factors that necessitated a renewal of attention on training-system 

design. This article reviewed the research on the topic and found that the “fidelity question”—as 

coined by Hays and Singer—is still unresolved; it is the central design problem that unifies 

various domains that use training-systems. The literature showed the impossibility of making a 

universal conclusion of what level of fidelity is appropriate for training simulation, and as such, 

fidelity cannot be a reliable design construct. 
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Notwithstanding the growth and availability of simulation technology, we should remind 

ourselves that the primary goal of training-systems should not be to simulate, but to train. The 

growing disbelief in fidelity and the void in providing design guidelines should make us consider 

new resources that have the potential to guide the design of future training-systems. The question 

of whether to choose high- or low-fidelity training materials should not itself be the subject of 

investigation, because the answer depends. It depends on training factors such as the task, trainees, 

and expert performance, and we need to create design methods based on these factors. 

In developing design methods, we can use the findings of the past literature that can 

provide useful information regarding important elements of training. Nonetheless, the past 

literature is mostly focused on trainees- and task-analysis, and is deficient in providing specific 

design guidelines. Expert performance as a potential resource has hitherto been largely 

overlooked. Studying experts by recording their behaviors and modeling their performance 

compliments the knowledge of trainees and the task, as it provides the direction and the goal for 

training-systems. By combining the existing knowledge in trainees- and task-analysis with 

studying expert performance, we can create design methods that can address the long-standing 

problems in training-system design, including fidelity specifications. 

This approach to design, as well as the presented review, are not without limitations. 

First, the presented review is not using a systematic method of review (i.e., meta-analysis), and 

as such, we do not have effect sizes and other technical details to compare the effectiveness of 

simulators. This is due to the nature of this inter-disciplinary investigation and the complexities 

in measuring constructs such as fidelity and transfer. Such complexities, however, should not 

make us reluctant in making investigations on the topic, and as presented, practical lessons were 

gained from the narrative review. 
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Second, the proposed approach to design is arguing for the use videorecording in 

capturing experts’ skills, and this can open various criticisms. For example, it is argued that 

videorecording is limited to certain tasks that have external representations of performance (e.g., 

Lintern et al., 2018). For instance, mental skills cannot be captured in video. Although this is a 

limitation, we should consider that various elements of performance in mental tasks—such as 

implementing the decisions, as well as the activities and processes during problem-solving—can 

still be captured via video, and these elements can have training values. Additionally, there are 

still many tasks and activities that can use the benefits of videorecording (e.g., flight, driving, 

military skills). And as another example of limitation, because the proposed approach is using 

the performance of multiple experts for modeling the performance, it might be argued that 

individual differences in performance might pose difficulty in creating the performance model 

(e.g., Ackerman, 1988). This is again a limitation; however, this would highly depend on the 

task. Based on our experience, there are numerous shared behavioral characteristics that can be 

found in various tasks (e.g., truck driving). Overall, we believe that the benefits and limitations 

of the proposed approach should be assessed only after the creation of design methods which is a 

central message of this article. 

The call is to create informed design methods with considering important elements of 

training such as expert performance and trainees- and task-analysis. Although this approach might 

seem costly at first, spending sufficient resources to the design can prevent the expenses, and 

potential dangers, of relying on high-fidelity simulation in the long run. To build effective training-

systems, we need to integrate the findings from various domains as it helps us defining training-

system design as a holistic practice in which researchers can learn from the experiences and 

challenges of each other and share their findings.  
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Appendix 

The studies included in the review that compared between the traditional theory 

and the challenging findings. 

Author(s)  Year  Report type 

Traditional theory 

Maintenance and Troubleshooting 

Spangenberg  1973  Experimental 

Johnson & Rouse  1982  Experimental 

Allen et al.  1986  Experimental 

Aviation and Vehicle Training 

Miller  1954  Theoretical 

Ornstein, Nichols, & Flexman  1954  Experimental 

Dougherty, Houston, & Nicklas  1957  Experimental 

Hammerton & Tickner  1967  Experimental 

Gerathewohl  1969  Theoretical 

Caro  1988  Theoretical 

Lintern, Roscoe, & Sivier  1990  Experimental 

Gopher, Weil, & Bareket  1994  Experimental 

Jentsch & Bowers  1998  Theoretical 

Dennis & Harris  1998  Experimental 

Roenker et al.  2003  Experimental 

Allen et al.  2010  Experimental 

Taber  2014  Theoretical 

Lee  2018  Theoretical 

Buttussi & Chittaro  2018  Experimental 

Oberhauser et al.  2018  Theoretical 

Medical Training 

Abrahamson, Denson, & Wolf  1969  Experimental 

Buchanan  2001  Theoretical 

Seymour et al.  2002  Experimental 

Rosen  2008  Theoretical 

Schlickum et al.  2009  Experimental 

Alaraj et al.  2011  Theoretical 

Cook et al.  2011  Theoretical 

Lewis, Strachan, & Smith  2012  Theoretical 

Lopreiato & Sawer  2015  Theoretical 

Shin, Park, & Kim  2015  Theoretical 

Green, Tariq, & Green  2016  Theoretical 

Cant & Cooper  2017  Theoretical 

MacLean et al.  2019  Experimental 
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Appendix (Continue) 

Author(s)  Year  Report type 

Mixed Reality 

Hughes et al.,  2005  Theoretical 

Green & Bavelier  2007  Theoretical 

Anastassova & Burkhardt  2009  Experimental 

De Crescenzio et al.  2011  Theoretical 

Freitas & Liarokapis  2011  Theoretical 

Webel et al.  2013  Experimental 

Dunston, Proctor, & Wang  2014  Experimental 

Yuviler-Gavish et al.  2015  Experimental 

Westerfield, Mitrovic, & Billinghurst  2015  Experimental 

Langley et al.  2016  Theoretical 

Nathanael et al.  2016  Experimental 

Bediou et al.  2018  Theoretical 

Challenging findings 

Maintenance and Troubleshooting 

Laner  1954  Experimental 

Fink & Shriver  1978  Theoretical 

Rouse  1981  Experimental 

Reiter  1987  Theoretical 

Swezey et al.  1991  Experimental 

Aviation and Vehicle Training 

Denenberg  1954  Experimental 

Briggs, Fitts, & Bahrick  1957  Experimental 

Hopkins  1975  Theoretical 

Crawford et al.  1976  Experimental 

Westra et al.  1985  Experimental 

Wightman & Lintern  1985  Theoretical 

Wightman & Sistrunk  1987  Experimental 

Lintern et al.  1989  Experimental 

Lintern et al.  1990  Experimental 

Salas et al.  1998  Theoretical 

Noble  2002  Theoretical 

Stewart, Johnson, & Howse  2008  Theoretical 

Dahlstrom et al.  2009  Experimental 

Stein & Robinski  2012  Experimental 
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Appendix (Continue) 

Author(s)  Year  Report type 

Medical Training 

Matsumoto et al.  2002  Experimental 

Beaubien & Baker  2004  Theoretical 

de Giovanni, Roberts, & Norman  2009  Experimental 

La Rochelle et al.  2011  Experimental 

Norman et al.  2012  Theoretical 

Tan et al.  2012  Experimental 

Zendejas et al.  2013  Theoretical 

Spruit et al.  2014  Theoretical 

Steigerwald et al.  2015  Experimental 

Moglia et al.  2016  Theoretical 

Mixed Reality 

Kozak et al.  1993  Experimental 

Borsci, Lawson, & Broome  2015  Theoretical 

Williams-Bell et al.  2015  Theoretical 

Simons et al.  2016  Theoretical 

Kavanagh et al.  2017  Theoretical 

Gonzalez-Franco et al.  2017  Experimental 

Neubauer, Khooshabeh, & Campbell  2017  Experimental 

Sala et al.  2018  Theoretical 

Note. The order of reports is chronological within each domain. The 

“Theoretical” report type refers to literature reviews, meta analyses, and 

theoretical reports. 

 


